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ABSTRACT

/7

This report documents a review of the technical approach used to support long-
haul, networked data communications in DARPA's Advanced Distributed Simulation
Technology (ADST) Program. The review was conducted 1-2 March 1990 by an
independent panel of five scientists whose comments are presented and summarized. The
panel concluded that: (1) the current technical approach to long-haul data communication in
ADST is sound, given current system requirements and resources; (2) the existing
architecture and protocols will support a one order of magnitude increase in traffic over the
next five years, assuming the current pace of improvements in computation continues and
is reflected in system improvements; (3) the ability of the current approach to support a two
order of magnitude increase in traffic over the next 10 years is much less certain; (4) the
system has been appropriately designed to support migration to standardized architectures
and protocols; (5) the system should incorporate standardized approaches where they
satisfy the levels of performance needed, but performance should receive preference over
standardization where they do not; (6) a comprehensive assessment of system requirements
for long-haul dz2ta communications requirements in the network is needed and should be
undertaken promptly; (7) general purpose mechanisms for network management and
security should be incorporated in the system; (8) data collection and analysis of network
traffic and requirements should be instituted as a routine component of system operations to
monitor performance and to guide system modifications and growth.
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SUMMARY

A. INTRODUCTION

At the request of the Defense Advanced Research Projects Agency (DARPA), the
Institute for Defense Analyses (IDA) conducted a peer review of the technical approach
being used to support long-haul, networked data communications in the Advanced
Distributed Simulation Technology (ADST) Program.

Members of the review panel were the following:

Jeffrey D. Case
Associate Professor of Computer Science
University of Tennessee

Danny Cohen
Director, Systems Division
USC/Information Sciences Institute

Dale B. Henderson
Chief Scientist,
Strategic Defense Initiative Organization National Test Bed

Irwin L. Lebow
Private Consultant

David L. Mills
Professor of Electrical Engineering
University of Delaware

Brief biographical sketches of the panel members are provided in Appendix B.
The panel was asked to consider the following question:

With regard to the development and implementation of long-haul

networking in the Advanced Distributed Simulation Technology Program is

there anything, within obvious constraints of time, budget, and available

resources, that should be done to better meet the goals of the program?

About two weeks prior to the review, each panel member received a "read-ahead"
package that provided information on DARPA's ADST program and the approaches used
to support its long-haul, networked data communications. The documents included in this

package are listed in Appendix C.




The review was held on 1-2 March 1990 at the ADST Facility in Rosslyn, Virginia.
The agenda for the review covered four basic activities:

e Orientation, statement of panel responsibilities, description of ADST program
objectives and technologies.

[LTC (P) James Shiflett (DARPA) and program staff.]

e Description and discussion of ADST long-haul network objectives,
development, and technical approaches.

[Duncan Miller, Steven Blumenthal, Jerry Burchfiel, Alexander MacKenzie,
Arthur Pope, Claudio Topolcic, and Rolland Waters, all of Bolt Beranek and
Newman (BBN)].

The briefing materials used in the BBN presentations are included as Appendix
E.

e Discussion within the panel and review of the technical approaches taken to
support long-haul networking in the ADST program. These discussions were
preceded by an hour-long briefing to the panel by Michael Sabo of SSDS,
Inc., representing the Martin Marietta Team for Distributed Simulators
Architecture. The briefing materials used in this presentation are included as
Appendix F.

* Informal report by the panel to DARPA and other DoD representatives on
preliminary findings concerning ADST long-haul networking approaches.

Those who attended the review meetings are listed in Appendix D.

B. FINDINGS

After the review, members of the panel documented their comments and
recommendations. A summary of these comments follows.

1. Quality of the Technical Approach

Three of the panelists discussed the overall quality of the technical approach that has
been taken and the work completed thus far. All three found the current architecture for
long-haul networking to be sound and the necessary design trade-offs to be appropriate
given the objectives and constraints of the program.

2. Adequacy of the Approach for Projected Growth

All five panelists discussed the capacity of the current architecture and protocols to
support foreseeable growth in DoD use of advanced distributed simulation. The following
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notional growth function was used to assess long-haul communications requirements and
to concretize the discussion:

Year Sites Objects
1990 5 1,000
1992 50 30,000
1994 100 10,000
2000 300 100,000

This function and its rough form--one order of magnitude .a five years, two orders
of magnitude in 10--were discussed. Generally, the panel concluded that a growth of one
order of magnitude in about five years would be supported by the current architecture,
assuming that the current pace of development and improvements in computer and
communication technology continues and that the rate with which these improvements are
incorporated into the distributed simulation system also continues.

The views of the panel .egarding a growth of two orders of magnitude in 10 years
were mixed, reflecting different assumptions concerning modifications and improvements
in the technologies and algorithms used. The panel concluded that two orders of magnitude
of growth in 10 years is a reasonable and attainable goal, but that substantial changes in the
current architecture and algorithms are needed to support it.

3. Performance versus Standardization

Four of the panelists discussed this issue. All four noted the value of
standardization in general. Two of the four recommended that DARPA encourage the
development of standard interfaces for communicating information concerning vehicle
dynamics and visual displays.

However, all four panelists emphasized the need of the distributed simulation
system to satisfy current performance criteria and the consequent necessity of incorporating
application specific approaches that satisfy these criteria in place of standardized approaches
that do not. The panelists noted that BBN has attempted to establish and maintain
evolutionary paths to emerging standard approaches that may satisfy the performance
criteria of the system. These efforts appear to be sound as exemplified by the ease with
which DoD Internet Stream Transport (ST) could be replaced in the current approach.

Three panelists emphasized that standardization is more important to external
interfaces, such as those required by the network services, than to internal interfaces
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peculiar to distributed simulation. They suggested that the system protocol data units
(PDUs) shouid not be required to comply with the encoding rules of Abstract Syntax
Notation One (ASN.1).

4. LHN Needs Assessment

All the panelists recommended that DARPA soon complete a systematic review and
assessment of capabilities needed to support long-haul networking for distributed
simulation. Two panelists recommended that existing programs be combed for emerging
and applicable techniques for meeting needs identified by the assessment. Two panelists
registered concern that satellite communications may prove to be impracticable for
distributed simulation -- or at least for this application as it is currently implemented.
Suggestions for meeting the needs of long-haul networking in ADST included the
following:

*  Generate objects simulated for semi-automated and fully-automated forces
locally;

+  Compress PDUs by tailoring them more closely to their application;
*  Aggregate PDUs;

»  Filter PDUs at gateways through redesigned multicast addresses, hierarchical
structuring with intermediate processors, or otherwise;

*  Devise more sophisticated dead reckoning algorithms for extrapolating vehicle
movements;

*  Provide association management for subnets;
*  Tailor data communication reliability to specific performance requirements;

*  Examine alternatives to ST, ircluding Internet Protocol (IP) multicasting with
and without special purpose, resource reservation services built into the
network;

*  Encode PDUs directly into IP datagrams with IP multicast addresses.

5. Management and Security

Four panelists noted the inadequacy/absence of mechanisms for security. Currently
there is no mechanism for a simulator to determine the authenticity of an arriving PDU, and
the mechanisms for preventing conflict between two independent simulations running
simultaneously are weak. The panel recommended that these problems be remedied




through use of general purpose architecture -- Simple Network Management Protocol
(SNMP) was specifically mentioned by two panelists as a possibility.

6. Data Collection

Two panelists mentioned the absence of data collection and analysis to characterize
system transport requirements and the traffic matrix. They recommended instituting routine
procedures for this purpose.

The complete written comments of the panelists are provided in Appendix A.

C. RECOMMENDATIONS

Recommendations based on the the panel's findings include the following:

DARPA should continue to emphasize performance over standardization in
ADST long-haul networking and incorporate standard architectures and
protocols when it is possible to do so without compromising performance.

A systematic and comprehensive needs assessment for long-haul, networked
data communications in ADST should be conducted soon. System architecture
and protocols should be modified based on this assessment.

A general purpose, standard mechanism for network management should be
incorporated in the system.

A general purpose, standard mechanism for network security should be
incorporated in the system.

Data collection and analysis of network functioning should be included as a
routine component of system operations.
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COMMENTS ON LONG-HAUL NETWORKING IN ADVANCED
DISTRIBUTED SIMULATION TECHNOLOGY

Jeffrey D. Case
University of Tennessee

The consensus of the group is that the SIMNET system is basically sound, for it
obviously works in the environments where it has been exercised. For this to be true, the
networking component of SIMNET must also be sound and the evidence to date indicates
that soundness.

There are several issues which were explored in some depth (to the extent time
permitted):

A. ARCHITECTURE

The long-haul network component of the SIMNET system appears to have been
added late in the development cycle and perhaps might have been architected into design
differently had its need been envisaged earlier. However, the long-haul component of the
system does appear to operate in networks of the current scale and its operational readiness
speaks loudly as a genuine gauge of its worth.

However, there should be a thorough review of the basic SIMNET model with a
careful examination of the basic simulation model to determine if the model which was
originally selected is still appropriate now that long-haul networking is an important
component. It is reasonable to believe that the fact that there is a long haul network should
have impacts on the simulation architecture.

Two important areas should be given special attention.

First, consideration should be given to generating the simulated objects in a
distributed fashion. This would entail broadcasting the commands to generate the simulated
objects and then generating them on replicated systems at each local simulation site,
perhaps only generating those which are potentially of interest at that site rather than
broadcasting information about the simulated objects. This would require that the

A-3




generators of the simulated forces act in a deterministic manner. The panel was led to
understand that there is a fundamental problem with the simulation model which makes
such a plan unworkable. It may be that minor modifications to the simulation model such
as moving the referee function to a third party can relax those restrictions. If they can be
relaxed, there are significant opportunities for reducing the bandwidth requirements on the
long haul portion of the network. It is important to note that the number of simulated
objects is likely to become an increasing percentage of the objects participating in
simulations.

Second, the simulation model appears to be sensitive to time delays, and
consequently the use of satellite transmission is impractical. This appears to be a serious
problem, especially if shipboard simulations are to become a reality.

B. SCALABILITY AND GROWTH

The panel gave major attention to the questions/issues surrounding scalability and
growth. We assumed the following projections (as given):

Year Sites Objects
1990 5 1,000
1992 50 3,000
1994 100 10,000
2000 300 100,000

The above figures show a growth requirement of approximately one order of
magnitude in numbers of packets and systems over the next 2 to 5 years and approximately
two orders of magnitude over the next decade.

It is believed that the 2-5 year requirement ¥ >ne order of magnitude in numbers of
packets and systems) can be met. It is believed that the general improvements in
technology that will naturally come with time [customary price/performance improvements
in processor, memory, and input/output (I/O) technology] will be sufficient to meet the
short-term goals.

However, this conclusion is mitigated by other increases in traffic which may be
generated by other aspects of the application. It is understood that there are multiple
opportunities to extend the simulation to new areas, such as intelligence and logistics,
which would potentially have significant impacts on the traffic matrix and thereby render
this conclusion inaccurdte. However, if these new portions of the application do not
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materially alter the traffic matrix which is currently dominated by vehicle appearance PDUs,
their impact should be slight.

It is believed that the long-term goal which will require two orders of magnitude of
growth cannot be achieved without architectural changes such as:

1. Use of application level gateways to provide increased filtering at the boundary
between the local area networks and the long-haul network

2. Increased use of filtering and parallelism in the generation of simulated forces.

Research is needed to identify the changes that will be required.

C. STANDARDIZATION

The panel also invested time in examination of the questions/issues surrounding
standardization. Standardization is often touted as important because it can lead to:

*  Reduced development costs
*  Reduced development time / time to market

Reduced replication costs resulting from the availability of off-the-shelf
(commodity) items and competition from second sources.

It is important to note that interoperability and standardization are not the same thing
and that these issues are often confused with layering and modularization.

While standardization is often a good thing, it is important to ask for what purpose,
and at what cost? Regarding the benefits above, the development costs are largely sunk
investment, and since the development is now largely completed, requiring conversion to
standards (which in some cases are yet to be defined) would only increase the length of the
development cycle. However, the replication costs are likely to become significant in light
of the 1 to 2 orders of magnitude of growth that are anticipated.

It is expected that the cost of individual simulators will, due to sheer quantities,
dominate the replication costs. Investments to allow replication of these systems to widely
available hardware and software platforms based on standards are worthy of investigation.

At first blush, it appears that increased standardization in the long-haul portion of
the network is not likely to yield significant benefits or the availability of second sources.
In any case, it is likely that the long-haul component will be acquired from a single source.

However, some further thought leads to a different conclusion. The SIMNET
simulators are likely to be located at installations which have unrelated investments in
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network infrastructure. If the simulators are dispersed within a particular site, the network
infrastructure within the site will need to be compatible with the SIMNET protocols.
Consequently, the use of nonstandard protocols within SIMNET is likely to be problematic
within those installations which have a geographic dispersion of the simulators and which
also want to use networking equipment to support standard protocols.

It is worthwhile to note that neither the arguments of the presenters who depicted
ST and its descendant as popular and widely established standards nor the arguments of the
presenters who campaigned for migration to the Open Systems Interconnection/
International Standards Organization (OSI/ISO) model and protocol suite were found to be
especially credible or compelling. (In fairness to the presenter on Friday morning, I was
unable to attend the first portion of the presentation and I may have misunderstood the
points being made).

There are often performance penalties associated with standardization because
general-purpose protocols are seldom optimized for a specific purpose and seldom are as
efficient. For example, the Abstract Syntax Notation One (ASN.1) provides a general
solution for the problems encountered in multivendor networks of heterogeneous systems
including word size, byte ordering, arithmetic types, and character set differences.
However, the use of Abstract Syntax Notation One (ASN.1) is inappropriate for use with
the vehicle appearance PDUs because the performance of existing ASN.1 encoders and
decoders is incompatible with the required packet rates.

In an attempt to be clear and unambiguous, the use of ASN.1 for the vehicle
appearance PDUs is NOT recommended. It may be worthwhile to use standards such as
ASN.1 for other messages such as those for network management and for managing the
distributed simulation.

The discussion of these standardization issues is especially timely as the transition
from the research environment to operational deployment can be an effective opportunity
for their resolution. It is possible to standardize too early or too late.

D. NAGGING CONCERNS

Having said the above, there are additional areas of nagging concerns that warrant
identification and some discussion. These are especially present in the areas of security and
management.




The system, as presently designed and implemented, is totally devoid of a security
architecture. In this context, security is meant to mean more than just privacy.

There appear to be no mechanisms for a simulator to determine the authenticity of
an arriving PDU. As a result. the SIMNET network is vulnerable to a number of threats,
accidental or intentional. In many ways, the network is similar to the architecture of a large
bridged Ethernet with full broadcast capability and, as such, suffers from many of the
drawbacks which are inherent in that environment and well understood.

The mechanisms for managing the simulation appear to be especially weak. In
particular, it is possible, and even easy, for there to be conflicts between two independent
simulations (i.e., it is possible for a station joining the exercise to find itself in the middle
of the wrong war, to the detriment of both exercises). Consequently, there is a need for
additional development of the necessary protocols, tools, and procedures to manage these
aspects including such tasks as address management.

To the maximum extent possible, these development efforts should attempt to
follow the models used in general purpose networks with a general purpose security
architecture.

It is difficult to overstate the importance of a good network management subsystem
in operational networks of the size of SIMNET. One presentation proposed use of the
Simple Network Management Protocol (SNMP) for this purpose. The SNMP seems well-
suited in this application (but the panelist's biases should be obvious).

E. RESEARCH ISSUES

One question that the review panel was charged with answering is "What research
areas should be pursued and supported?" There are several technical refinements which
should be pursued in the short term and the long term. Some have already been mentioned.

In the short term, it is important to develop specifications for the long-haul portion
for the Army Close Combat Tactical Trainer (CCTT) procurement. Of necessity, the
design should mirror that which is already implemented.

In the longer term, work should be undertaken to engineer solutions which will
realize the multicasting and guaranteed service objectives in light of the recent progress
made on IP multicasting related to Open-System Shortest Path First (OSPF) development.
It is hoped that these efforts will allow SIMNET to make greater use of off-the-shelf
networking equipment. Alternatively, work on the evolution from ST1 to ST2 must be
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undertaken. Finally, data collection and analysis to provide characterization of the transport
requirements and the traffic matrix should be pursued so that planning for growth can be
based on sound data.

These research activities should be performed making use of the applicable
experience in the private sector for similar problems. The research will also have spinoff
contributions to those problems in the commercial sector.

For example, the data communications challenges associated with the operation of
stock and monetary exchanges are analogous to the SIMNET problem. In both cases,
widely geographically and organizationally separate personnel need to observe and interact
with a shared view of a globally distributed database, issuing transactions in real time or
near real time. The problems of network management and operation, including the
management of subscriber enrollment/engagement, are quite similar. The SIMNET project
can both benefit from and contribute to this growing body of related knowledge in future
research activities.




COMMENTS ON LONG-HAUL NETWORKING IN SIMNET

Danny Cohen
Information Sciences Institute

1. The present architecture proved to be very good. It performs a very good job
of separating the issues (aka layering). Practically all the simulation-related issues are
contained in the upper level, the application layer(s). The ease with which many new
capabilities were added to the system, and the ethernet-based architecture which was
expanded to operate over DoD Internet Stream Transport (ST) (requiring changes neither to
the application nor to ST) proved the architecture. Both the simulation architecture and the
communication architecture are to be commended.

ST could be replaced by any other reasonable protocol supporting multicast and
capable of guaranteeing the requested performance. This replacement should be relatively
easy thanks to the simulation and communication architectures.

2. Itis my assessment that this architecture (with possible minor improvements)
would be able to support both growth of 10X (in 5 years) and 100X (in 10 years) in the
number of sites and objects.

This assessment is based on the assumption that both computing power and
communication performance will keep progressing at the same rate as they did in recent
years.

In addition, improvements in algorithms and the system architecture will contribute
to this goal.

This assessment is based primarily on the simulation as it exists today, without
consideﬁng additional services that may have to be supported such as multiple VTCs and
other capabilities such as electronic countermeasures (ECM) and electronic counter-
countermeasures (ECCM).

Other helping assumptions are: (a) The geographic size of exercise grows with the
number of objects, such that the geographic density of objects does not increase with the
total number of objects; (b) Most inter-object interactions are limited in their geographic
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size, hence with proper organization of exercises the communication load grows less than
linearly with the number of objects; (c) The percentage of fully-automated forces (FAFs)
and semi-automated forces (SAFs) will grow as the total number of objects grows. This
will reduce further the load on the communication, as discussed in 3(e).

3. Irecommend that the implication of long-haul communication be thoroughly
examined, and if so desired the system be modified accordingly.

The introduction of long-haul communication has implications both on the
communication and on the simulation. For example:

(a) It may be desirable to use some application-specific encoding (compression) of
PDUs to decrease their size in order to reduce the load on the long-haul network (LHN).

(b) It may be desirable to aggregate PDUs in order to form fewer larger packets.

(c) It may be desirable to define multicast addresses in such a way that will
support some filtering to eliminate the transmission of PDUs to destinations that don't need
them. [BBN has started doing that.]

(d) It may be desirable to reduce the frequency of inter-site appearance PDU
updates, below the rate used intra-site.

(e) It may be desirable to replicate in all sites the processing of SAFs and FAFs
such that only their manual input has to be communicated over LHNs, not their PDUs.
This will require some reliable mechanism (e.g., with acknowledgment) for the state-
modifying PDUs (such as "being killed"). Luckily, these messages constitute only a very
small percentage of the total traffic.

In the above, (a) thru (¢) are communication issues, whereas (d) and (e) are
simulation issues. The current architecture supports an application-specific "Intelligent
Gateway" which could perform the above (a) thru (d).

The implementation of (e) would require some changes to the existing system and
maybe also a minor modification to its architecture.

4. It is not a state secret that "standardization" and "efficiency" are not
synonymous. It is clear that the system must achieve a significant performance in order to
meet its real-time requirements. I dare suggest that any excess capacity will always be used
by the system developers for various enhancements and additional features. Hence,
performance will always be, by definition (nearly), a critical force driving the development
of the system.
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Therefore, I submit that the system should be developed to be as efficient as
possible, while confining standardization to its external interfaces. This would guarantee
its interoperability with other systems without penalizing its performance by insisting that
standards be used internally throughout the entire system, especially with standards that are
not "combat proven."

To be specific, intra-system PDUs should not be forced to comply with ASN.1 !!!

Similarly, the use of networks should comply with the prevailing standards in the
communication systems in use.

5. Istrongly urge DARPA to push for a standard interface between the simulators
of vehicle dynamics and their visual subsystems.

Two types of information have to be communicated over this interface: viewing of
the "world" and modification of the "world." The former defines the viewing parameters
(e.g., visibility, POV, FOV, illumination, and display characteristics), and the latter defines
the position, orientation, and status of the dynamic objects to be viewed.

Standardization of this interface will increase significantly the vendor base for the
visual components of simulators. These components typically require a substantial portion
of the total cost of the simulation system.

I expect such a standard interface to have a significant payoff even in the short run
by separating the vendors into application-specific vendors (e.g., for the dynamics,
weapon systems, and mockups) from the more general imagery vendors. Such a
separation will allow the government to procure independently the bests of both worlds,
regardless of teaming arrangements.

(At present the large vendors of the visual subsystems don't bother bidding on
specific systems that require special development and are not expected to be purchased in
large quantities, e.g., for a specific guided missile.)

6. In order to protect the system from potentially over-creative vendors, I'd
suggest adopting the requirement that the system use a general purpose communication and
general purpose security architecture. The requirements of this system do not justify the
development of special purpose communication schemes or special purpose security
architecture.

7. In summary, nothing in the present architecture excludes the implementation of
any of the suggestions presented above.
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It is my assessment that the present architecture (possibly with minor modifications
and upgrades) is capable of supporting an order of magnitude growth in the number of site
and objects over the next 5 years, and most likely another order of magnitude over the next
5 years (i.e., 100X by the year 2000).
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COMMENTS ON LONG-HAUL NETWORKING

Dale Henderson
SDIO National Test Bed

The principal question was whether we foresaw any barrier to the expansion of
SIMNET from its present scale to 10 times as many objects. I agree with the consensus
that this expansion should be possible with only minor structural changes to the simulation
and to the network and with the natural evolution of computing hardware. However, I am
surprised that we were not presented with any empirical data on the delays and loading
experienced under various numbers of simulation objects.

I would think that with the semi-automatic objects it would be easy and inexpensive
to create a great deal of message traffic just by adjusting the threshold for dead reckonin g
updates and by adjusting the numbers of objects. One could then studv the message delays
experienced by a very few discrete objects both as now implemented and with the proposed
communications processor and by those located both on the same LAN and over a long-
haul connection. With these data one could be able to find the various "knees" of the
present system and better predict the performance with 10 or 100 as many objects.

The basic SIMNET paradigm is simple, elegant, and successful; I rather admire it.
But, given the great expansion in the numbers and types of simulation objects, I wonder
whether a review of the paradigm might not have been in order even without the long-haul
question. It may be time to consider a hierarchical structure with intermediate or "referee”
processors to filter, respond, or reformat messages. Damage assessment, for example,
might be assigned to such an intermediate. So might physics-intensive tasks such as signal
propagation through (say) nuclear effects.

The proposal to use the gateway processors for such filtering tasks appears to have
merit. We should at least recognize that the tasks are logically separate. And some
intermediate filtering may be useful in places besides long-haul gateway nodes.
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I commend the project management for including the second-day speaker because
he represents a strongly held dissenting position. However, I found his argument to be
wholly unconvincing.

Several high-bandwith extra-simulation applications were mentioned as additional
ways to justify the cost of expensive communications--video teleconferencing, for
example. I doubt this is necessary or wise. It is probably better to use commercially
available teleconferencing.

Security--in all of its aspects--was raised by the speakers and by the panel. I agree
that SIMNET ought to have a security effort, and think that this could be in collaboration
with other projects such as the SDI National Test Bed, possibly producing more for
everybody at less expense.

I conclude with a brief comparison of SIMNET and the simulation at the National
Test Bed Defense Technical Evaluation Code (DETEC). SIMNET was designed for many-
person training with analysis as a subsidiary mission; DETEC was designed with the
inverse emphases. DETEC was designed for supercomputers; SIMNET has no central
computer. SIMNET's main communication is ethernet; DETEC's is shared memory.

Despite these contrasts, the two simulation philosophies and code structures are
quite similar. Both are object oriented in philosophy. Both are careful to confine inter-
object communication to explicit messages. It is interesting that both groups independently
came to similar designs. This means that interoperation of the two systems should be fairly
easy if there were a reason to attempt it.
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COMMENTS ON SIMNET LONG-HAUL NETWORKING

Irwin L. Lebow
Consultant, Washington, D.C.

A. INTRODUCTION

The SIMNET program has been under way at DARPA since 1983. It started out by
linking collocated simulators and then extended its scope to include remotely located simu-
lators by linking the local clusters to one another with long-haul telecommunications. This
year the technology is to be transferred to the Army, with the expectation of a great expan-
sion in the next decade. Because the long-haul communications in the existing R&D pro-
gram were introduced in an ad hoc way relatively late in the program, DARPA management
convened our panel to review the long-haul communications and thereby either assure itself
that it was suitable for transfer or, if not, make recommendations for changes.

More specifically, DARPA asked the panel to comment on the suitability of the
long-haul approach to sustain SIMNET growth levels of one order of magnitude in five
years and two orders of magnitude in 10 years.

The panel addressed DARPA's specific request and, of course, unearthed many
associated issues. My comments are largely addressed to the main question on which the
panel was in agreement.

B. THE IDEA OF SIMNET

SIMNET is a system that permits training of personnel and evaluation of doctrine in
battlefield situations. It is not a technique for training a soldier how to operate a particular
vehicle; all of the Services have had such simulators for many years. It is rather a tech-
nique for training a vehicle operator to participate in a battle. A system such as SIMNET
that permits training at this higher level has great potential for the future with its expected
austere fiscal environment.
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C. THE SIMNET LONG-HAUL COMMUNICATIONS CONCEPT

The simulators are physically located in geographically dispersed clusters, commu-
nicating with one another on local area networks (LANs) interconnected with long-haul
transmission. They keep track of one another through the exchange of position report
packets. Using these reports, each simulator performs a simple dead-reckoning calculation
to predict future positions. This dead-reckoning permits transmission of the packets at a
reduced rate and, in addition, permits the communications to be relatively unreliable (no
acknowledgements).

It is easy and economical for each simulator to send a periodic report of its position
to every other simulator on the same LAN regardless of its simulated location. However, it
is necessary to perform a filtering operation to restrict long-haul reporting to those simula-
tors that are within sight of one another using gateway processors at the termini of the
interconnecting circuits for this purpose. The position reporting must be multicast for
speed and efficiency. This is a relatively simple matter for inherently point-to-multipoint
media such as satellites, but complex for inherently point-to-point media such as landlines.
Nevertheless SIMNET has used the latter to avoid having to cope with the transmission
delay of satellites. It does this using the multicast stream protocol, ST, implemented at the
gateways.

D. ANALYSIS OF DARPA'S REQUEST

Thus, there are three elements in the SIMNET cost equation: the simulators, the
gateways, and the long-haul network. In their work to date, DARPA and BBN have done
a creditable job of achieving a balance among these three elements. The panel came to the
conclusion that there was enough flexibility within this structure to support the anticipated
growth in the operational requirements. There are many things that can be done to improve
the long-haul efficiency. To cite a few: (1) the data elements interchanged by the simula-
tors can be shortened (e.g., by not sending altitude information for land vehicles); (2) the
filtering at the gateways can be made more sophisticated to further restrict the broadcast
dissemination; (3) the data elements can be sent less often if more sophisticated dead-reck-
oning algorithms are used by the simulators. There are currently plans to add low-cost
front-end communications processors to the individual simulators, thereby making more
computing power available for the simulator processing at either transmit or receive end.
Also, it would be relatively economical to increase the processing capabilities of the gate-
ways. General improvements in computing capabilities that can be expected coupled with
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reasonable computing enhancements make us confident that the DARPA goals can be
achieved.

E. INTEROPERABILITY AND STANDARDS

DARPA and BBN took the understandable point of view that meeting the opera-
tional requirements was of paramount importance. In so doing, they used nonstandard
protocols because the available standard ones were not suitable. While some OSI purists
may take a dim view of this, we on the panel felt that DARPA and BBN did the right thing
in adopting the experimental DoD Internet ST and in using a special protocol on top of it
that combines elements of several of the higher layers. ST should become an OSI standard
and the current structure can evolve to a more standard variety. It was clear to us that BBN
has paid attention to standards and has an evolutionary path to standardization.

We should never forget that protocol standardization is a means to an end, not an
end in itself. interoperability is important for simulators that have a need to interoperate,
not for all of the simulators of the world that cannot interoperate and, what's more, have no
need to do so.

F. CONCLUSIONS AND RECOMMENDATIONS

DARPA and BBN have done an exemplary job on a difficult and important prob-
lem. Their approach is not quite standard, but it works, it is scalable and can evolve to
accepted standards. Despite our confidence in the basic approach, I think that it is impor-
tant that DARPA continue to support R&D in the long-haul communications aspects of
SIMNET, addressing both the short-term issues associated with the Army's near-term pro-
gram and longer term issues dealing with a much-expanded network. While it has been
prudent to avoid satellite connectivity thus far, there are operational situations in which
satellites offer the only reasonable way of obtaining wide bandwidths (e.g., communica-
tions with ships at sea). I therefore feel that this continued R&D should include investigat-
ing the use of satellites for long-haul connectivity.
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SUMMARY OF SIMNET PANEL REVIEW

David L. Mills
University of Delaware

A. INTRODUCTION

On 1-2 March 1990 a SIMNET program review was held at the Institute of Defense
Analysis in Arlington, Virginia. The review panel, of which I was a member, met to hear
technical briefings on the SIMNET program, specifically on the questions of scaling and
protocol architecture for wide-area deployment. The following are my impressions on
these and related issues.

My overall assessment of the technical direction of the SIMNET program is quite
positive, with some reservations to be discussed later in this report. The BBN technical
presentations were sound, the presenters well qualified, and the background documents
most thorough. It is evident that the protocol architecture has been profoundly driven by
the need to deliver timely performance in exercises involving up to thousands of simulation
entities scattered over major portions of the globe. In some aspects these needs have
overridden conventional wisdom that suggests conformance to the architectures and
protocols being developed by the standards community. It is these issues that constitute the
major thrust of this report.

B. APPROACH AND SCOPE OF THIS REPORT

SIMNET is fundamentally a large, distributed simulator system involving many
fighting machines or entities that move in real time over a common three-dimensional
terrain database. Some of these machines, perhaps only a small fraction, are controlled by
real people--drivers, gunners, and pilots--others are semi-autonomous and controlled as a
group by a commander, and still others are completely autonomous and function according
to preprogrammed plan. Individual simulation exercises can involve the entire resources of
the network or be split into autonomous groups of separate simulations. While the
planners envisage a network dedicated to the simulation mission, it is expected that a certain
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The panel was asked to assess the current state and future plans with respect to the
following objectives:
1. Is the present technical approach appropriate for the anticipated growth over

the next decade? What technical refinements will be necessary in the short
term in order to provide for this growth?

2. What hardware/software/network capabilities will be necessary in order to
achieve acceptable cost/performance? What showstoppers may exist in the
short or long term that may seriously constrain the technical evolution?

3. BBN has targeted a specific model based on current technology. Is this likely
to be changed in significant ways as new technology develops or existing
technology and standards evolve in expected ways?

The remainder of this report discusses these issues in the context of network
engineering, protocol engineering, and migration to ISO protocols. It does not discuss
security issues. The report ends with a conclusions section based on panel discussions and
subsequent analysis.

C. NETWORK ENGINEERING

The briefings included much discussion on the mission and architecture of the
network. Obvious choices for implementation include the use of emerging civil networks
versus DoD mission networks; whether the network itself would be general purpose or
special purpose in nature; and whether the network is to have a defined service and
dedicated application or whether the assets required could be shared with other
applications.

The SIMNET architecture is presently based on a DoD-mission, special- purpose,
dedicated-application architecture. Clearly, these run counter to conventional wisdom that
says large, integrated, general-purpose networks provide the best performance at lowest
cost. However, at the present stage of development, the SIMNET mission requirements
for near-simultaneous multicast delivery preclude the use of conventional (e.g., X.25)
technology and protocols. However, should these requirements become more universal--
and such a case could be made for use in multiway real-time conferencing systems, both
DoD and civil--there may be real merit in pursuing a more integrative approach. In fact, the
mission requirements for a limited capability for real-time conferencing in exercise planning
and review suggests that SIMNET technology may itself constitute a technology adaptable
for general use.
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In the SIMNET design the fundamental service required is the near-simultaneous
delivery of position reports and strike reports of every entity simulated to every other entity
throughout the network. This ordinarily requires a packet rate from a packet in several
seconds to upwards of 10 packets per second. The service delay expected of the network
must be less than a few hundred milliseconds for realistic exercise management. However,
the requirements for reliability can be relaxed somewhat, since prediction techniques allow
for some packet loss. BBN demonstrated several clever techniques which allow the more
time-critical events such as missile firing and impact to be processed in the entity that
causes them and then distributed throughout the network. In this case the reliability must
be assured.

There is some question about the applicability of satellite technology to the
SIMNET mission. The principal objection to the use of this technology is the 270-msec
propagation delay inherent in the geosynchronous space segment. Considering the obvious
applicability and unique cost effectiveness of satellite technology, I believe every effort
should be made to thoroughly research and evaluate this issue. In principle, the use of
VSATS and emerging technology represented by the NASA ACTS program could vastly
simplify the protocols, reduce expense, and improve reliability on a global scale.

There was discussion concerning dynamically reconfigurable network resources,
such as dial-up services. At present, such services are relatively expensive and probably
do not represent a cost-effective alternative to dedicated circuits for most portions of the
SIMNET service area. However, I believe there may be real potential in using dedicated
facilities with digital automatic cross-connect (DAX) capabilities. Such systems would
allow customer reconfiguration within the dedicated facilities leased from a common carrier
and allow the network to be reconfigured for specific exercises.

D. PROTOCOL ENGINEERING

The key ingredient in the SIMNET architecture is the design of the simulation
protocol. In many respects this is the principal distinguishing characteristic of SIMNET, as
the other protocol functions required for the simulation mission can in principal be provided
by off-the-shelf network technology. The principal requirements for the simulation
protocol are as follows:

1. The protocol should provide a standard, transparent interface to lower level
protocols, both for the IP and ISO suites. It must make as few assumptions
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on the lower level services as possible in order to provide for »s much
application portability as possible.

2. The protocol must provide reliability tuned to performance requirements. In
conventional models the metric used to assess reliability is static and almost
never quantified. In the SIMNET application the reliability metric must be
selectable within limits, depending on the particular service required, best-
effort (reserved) multicast by dead-reckoning and repetition, assured multicast
for strike reports and conventional assured monocast for event logging and
network management. ‘

3. The protocol must incorporate association management to define multiple
distinct subnets and to allow entities to join and leave the simulation as
required by the exercise plan.

4. The protocol data unit (PDU) encoding used must be fast and efficient, as well
as adaptive to handle editing on-the-fly by intelligent routers. The PDUs
must be readily aggregable for efficient encapsulation and transmission in
order to reduce header overhead at the lower levels.

It was apparent at the briefings that the presenters were acutely aware of the impact
of performance expectations on the engineering design. BBN has participated for many
years in the DARPA-funded Internet program, so the design approaches found useful in
that program could be expected to appear prominently in the SIMNET design. There are
two technologies that appear as drivers: a protocol architecture based on datagram
principles, and a network architecture supporting a semi-reliable, reserved-resource
multicast service.

In low-latency LANSs there is usually little concern for transmission delay since the
bandwidths on the media are usually large compared with the offered traffic, and delays are
usually small. On LANs where bandwidth is not a premium, a multicast function is easily
achievable using any of several technologies, such as Ethernet. The present SIMNET
design simply encapsulates the SIMNET PDU as an Ethernet packet and broadcasts it on
the local Ethernet.

However, in the case of WANs, bandwidths are usually much less than Ethernet
(10 Mbps) and delays are usually dominated by queueing delays in packet switches. The
BBN designers have concluded that on LANS a resource-reservation protocol is required in
order to provide strict control over delays. The BBN approach for WANs borrows
conveniently from the DARPA WIDEBAND system originally developed for satellite use,
but now adapted for terrestrial use in DARPA testbed networks. This technology has stood
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the test of time, having been in use for several years as a vehicle for distributed multimedia
conferencing for DARPA meetings, for example.

The reservation/multicast protocol chosen is called ST and was designed some
years ago for multicast real-time speech applications. For ease of integration the designers
have chosen to encapsulate SIMNET PDUs in ST packets and ST packets in IP datagrams.
The question is, can a case be made for the use of a resource-reservation multicast protocol
in general and ST in particular as a SIMNET requirement? There are alternatives to the use
of ST, including IP multicasting, which is rapidly becoming a ubiquitous feature of the
Internet. However, while IP multicasting includes an association-management function, it
does not include a resource-reservation function, which I believe should be more an
attribute of the network itself than the protocol used in the entities and routers.

It is my conclusion that the use of IP multicasting together with special-purpose
resource-reservation services built into the network itself have not been adequately
considered. It may be that the encoding economy provided by the comnpact ST header may
not be much effective, unless something like IP header compression were employed as
well. Certainly, resource reservation techniques within the network itself have been
proposed and studied previously, most notably at BBN. The conventional wisdom coming
from the Internet engineering study groups is that the use of these techniques should
become much more widespread as network technology continues to evolve and flourish.
Therefore, an appropriate strategy might well be to expect the resource-reservation function
to be exercised in the network (routers) and the multicast-setup function to be exercised as
part of the network-layer functions in the hosts and routers.

An approach encapsulating SIMNET PDUs directly in IP datagrams with IP
multicast group addresses and calling on specific network services for routing and delay
control has the advantages of near ubiquity, network independence (assuming intrusive
routers, which may be required anyway) and simple migration to ISO Connectionless
Network Protocol (CLNP), should that become viable. It may be that ST represents a
viable vehicle to provide resource reservation on specific LANs, but there could be other
mechanisms as well. It may even be possible through clever engineering to adapt the IP
multicast address for use directly as a stream identifier for ST. The goal is to make ST a
feature of the network, not a feature of the protocol.
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E. ADAPTIVE COMPRESSION AND ROUTING

The real-time nature of the SIMNET application invites some interesting
optimization techniques which provide near simultaneity while relaxing the need for the
shortest transmission delays. An example described by BBN occurs when a firing
command is issued by a particular entity. The command is executed and the impact
predicted at the instant of firing, followed immediately by a strike report broadcast to all
entities. This gives some time for all entities to receive the broadcast and compute the
effects on the graphics display at the instant of the predicted strike. As most simulation
messages must be delivered to many other entities, there is the potential to overwhelm
network resources, especially when these entities are scattered over a global network.

Adaptive compression recognizes that not all entities need receive the full precision
and data rate to maintain a realistic simulation. This allows an important degree of
compression and more efficient use of network links. There are three ways this can be
done: adaptive encoding, adaptive refresh rate, and adaptive routing. All three require
intrusion of the router function at the upper layers of the protocel stack.

One technique used to reduce the level of traffic is to estimate vehicle position using
past coordinates and velocity. This provides a robust position estimate while reducing the
packet rate and impact of lost packets. From the data presented at the briefing, BBN has
evaluated the technique and engineered refresh rates and dynamic adjustments appropriate
for each vehicle. This might be termed transmitter-directed refresh rate. However, there
may be additional benefit to be gained by considering not only the required refresh rate for
precision location (in the order of a meter for the M1 tank), but also the effective resolution
on the part of a distant observer. This might be termed receiver- directed refresh rate.
While not mentioned in the briefing, these ideas can be extended to affect the rate at which
individual entities receive updates; some may not need to be updated as often as others.
Another way to reduce the traffic rate might be termed intelligent obfuscation or adaptive
encoding. Distant observers may not need the full precision capability of the full PDU
format; intelligent routers may compress the data by truncating the low-order bits of the
position information and repositioning the transformation coordinates. One obvious thing
to do would be to use nonlinear transformation coordinates, in which the resolution varies
along the axes proportional to the expected trajectory error. It is not clear to what extent
BBN may already be doing this, but there may be considerable merit in pursuing these
issues with considerable vigor.
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An intelligent routing algorithm might intentionally discard packets for certain
entities by computing the intersection between the direction vector and possible
obstructions between one vehicle and another. This might be considered the limit of the
adaptive encoding process when the number of bits required drops to zero. However,
adaptive routing also recognizes that not all entities can "see" all other entities and therefore
the spanning tree can be edited accordingly.

All three of the above techniques require knowledge in the routing and forwarding
functions of intricate details of the terrain database and entity geometry. Performing them
effectively may require substantial CPU resources, which may result in performance
penalties in throughput. I conclude that an exceptional degree of ingenuity is required and
likely a substantial investment in prototyping, testing, and refinement.

F. MIGRATION TO ISO PROTOCOLS

At the briefing there was much discussion of the impact of the standards process on
the future evolution of SIMNET. Specifically, the issue of conformance to ISO protocols
was raised in the context of procurement and interoperability. The primary drivers for this
include the opportunity to facilitate peer review, international coordination (especially
NATO), and multivendor implementation agreements. It was pointed out that, while these
issues are important drivers, it is more important to standardize the network services than
the application itself. And, in fact, it is more important to standardize at the periphery of
the system than internally. This follows the recent trend in application-level routers.

I believe that even at the network-services layers the urge to rush to standardize
should be resisied. The ISO study groups have only begun to address the issue of
multicasting; this issue and other engineering issues concerned with efficiency and
reliability have not been dealt with effectively by ISO study groups in the past and are not
likely to be so in the future. I conclude that the BBN approach, which emphasizes
pragmatic engineering with later development and migration to the standards process, is
most appropriate.

There are some areas for which a case can be made for standardization even now,
specifically PDU encoding and association management. In particular, the PDU fields and
encoding could be adapted to conventional ISO principles, specifically ASN.1 encoding.
There may be danger in this approach. The encoding/decoding overhead can be extreme
and, as BBN reports, the CPUs are already under strain at the present speed and size of the
system. In fact, one panelist reported rates of 50 PDUs per second on a Sun/3 with
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ASN.1. While this dismal performance may be attributed to experiment inefficiencies and
while special-purpose hardware is likely to become available, it nevertheless underscores
the importance of performance as a critical issue to SIMNET, but not necessarily to the
standards community.

It was suggested that the association management function provided by the
Association Control Service Element (ACSE) facility could be adapted for use by
SIMNET. However, the ISO principles are intended primarily for point-to-point
applications and unsuited in present form for multicast with a large number of destinations.
These observations are not necessarily showstoppers, but they do suggest that considerable
investment in engineering analysis, design, and promotion within the standards community
will be necessary before a robust set of standards can be developed for SIMNET.

One of the chief objections to the particular BBN design is that it includes no clearly
defined presentation, session, or transport layers with respect to the ISO model. BBN's
answer to these objections is that interfaces could be developed if and when the appropriate
application and network layer services became available. I regard the objections as wholly
a red herring and agree that BBN should concentrate on the engineering development of a
robust, performance-oriented product and leave the standards and interface details for
future study.

The issue of network management is much more clear to me. BBN is using a
proprietary protocol developed some time ago for use in several of their network products.
There appears to me no reason other than expediency why recently standardized protocols
and service definitions such as SNMP could not be used instead. In fact, this might be a
relatively simple thing to do, and it might cost very little.

G. CONCLUSIONS

An index to the future scalability of SIMNET can be estimated from the number of
packets per second that can be handled by a single simulation entity, in this case a single
CPU and LAN interface. The present system tops out at about 1,000 entities, which
produce on the order of 800 packets per second (pps). The panel concluded from the
briefings that the present SIMNET architecture and protocols can be scaled upwards by an
order of magnitude in entities probably without changing the architecture or protocols, due
to anticipated developments in CPU speed and transmission costs. Such a system would
have on the order of 2,000 entities, which would generate on the order of 3,200 pps. It
was suggested that a front-end communications board or faster CPU (e.g., 68040) could
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handle this using the same software. A faster network would be necessary, as well as
careful engineering to avoid congestion and excessive delay. I concur with this view and
empbhasize that satellite technology is ideally suited for the network technology if problems
in latency can be overcome. According to the objectives stated in the introduction of this
document, this course would be appropriate through the year 1992.

The panel concluded that scaling another order of magnitude beyond that is likely to
stretch the current architecture and protocols and may require re-engineering to achieve it.
Four times the present number of entities requires 16 times the basic rate or 12,800 pps.
Present-day network routers can handle such rates, but only using specially engineered
interfaces and memory ports. Also, at these rates the capacity of Ethernets begins to wilt,
so even the familiar LAN technologies run low on steam. I concur with this view and
believe such a course is possible with full understanding that it is a dead end and not likely
to evolve beyond this order of magnitude. This course may satisfy the objectives through
1994.

However, in order to scale the entities up by a factor of 10 or more, which is the
strawman objective for the end of the century, the panel concludes that substantial changes
in the architecture and protocols will be necessary. In particular, improved position-report,
adaptive-compression, route-filter, and resource-reservation algorithms will be necessary
and will require further specialization and distance from the standards process. I concur
with this view and emphasize that the network technology will likely be based on high-
speed protocols and fiber technology. Interfaces will necessarily be highly specialized to
the application and contain considerable intelligence to offload the CPU, which may itself
involve RISC architecture and include special-purpose graphics engines. In short, the
development strategy may be optimized for further specialization and away from a
combined mission and standardization process.
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JEFFREY D. CASE

Jeffrey D. Case is an Associate Professor of Computer Science, Department of
Computer Science, at the University of Tennessee. He teaches, conducts research in
networking and network management, and directs the Computer Science Laboratories. He
received the Ph.D. degree from the University of Illinois in 1983. He formerly served as
the Chief Engineer of the University of Tennessee Computing Center where he was
responsible for local area networking, wide area networking, engineering, VAX/VMS
systems, and Unix systems and workstations including responsibility for a large state-wide
network. Before moving to Tennessee, he served as a faculty member and administrator
(comprter services) at Purdue University.

His current research is in the area of networking, network protocol design, and
network management. He is a coauthor of the Simple Network Management Protocol, the
network management protocol for TCP/IP-based internets and has published several papers
and spoken widely on the subject. His expertise and activities in network management led
to his being named a Martin Marietta Professor of Computer Science and recognition as the
"Newsmaker" of the month by Data Communications magazine in January, 1990.

Dr. Case is the author of one of the leading vendor-independent reference
implementations of the SNMP. This implementation has found wide acceptance by
network users as well as communications and computer hardware, software, and service
providers, both domestic and international.

DANNY COHEN

Danny Cohen has a B.Sc. in Mathematics from the Technion in Israel and a Ph.D.
from Harvard. He is currently the Director of the Systems Division at the Information
Sciences Institute.

In 1967 he developed th= first ever real-time visual flight simulation on a general
purpose minicomputer. In 1968 he developed the first ever all-digital mass land radar

B-3




simulation. Since then he has been involved in real-time computer communication. In the
early 1970s he introduced the concept of real-time protocols both for the ARPAnet and for
the Internet. He is currently active in internet research.

Dr. Cohen is a bonafide member of the Flat Earth Society.

DALE B. HENDERSON

Dale Henderson joined the Los Alamos National Laboratory in 1966 upon
completion of his Ph.D. at Cornell University. After four years in experimental plasma
physics, he moved to the (then new) laser induced fusion program. In 1975 he became
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Requirements of SIMNET WAN

Multicast

High Bandwidth
- 1 Mbps now, 10 Mbps in 1 to 2 years

Real Time Delivery
- 100 to 250 ms end-to-end delay
- Minimal delay variability

Low Packet Loss Rate

Wide Area Coverage

- CONUS, Europe, Global
- Tens of large sites

- Hundreds of smaller sites

Security

Robust and Reliable

- Advanced network management and control
- Guaranteed performance

- Best effort datagram delivery

Usable by a Variety of Applications
- Interactive support
- Network sharing
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Exercise Traffic Patterns

A 1000 vehicle exercise can produce:
- 1.5 Mbps vehicle traffic @ 1000 pps
- 300 kbps voice traffic @ 300 pps
This is well above the T1 "knee"

During an exercise the great majority of traffic (> 80%) is
Vehicle Appearance PDUs

This means that most traffic requires real-time, multicast
delivery

Video conferencing will probably not be used during
exercises.
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" THE SIMNET APPLICATION GATEWAY

Why a SIMNET Application Gateway?

Computation/ communication tradeoffs are substantially
different between the WAN and the LAN

Need to reduce contention and queueing delays on WAN

Must not increase vehicle processing load on individual
simulators by adding too many additional vehicles from WAN

New SIMNET services (e.g. digitized voice) need to be
provided over WAN

WAN must be kept transparent to simulators
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FUNCTIONS OF THE SIMNET APPLICATION
GATEWAY

. Compression of Vehicle Appearance PDUs
» Outbound filtering to reduce load on WAN
- Includes RVA algorithms inappropriate for individual
simulators
 Inbound filtering to reduce load on WAN
 Digitizing FM voice traffic

» Delay compensation

» Transparent interface to WAN
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Vehicle Appearance PDU Compression

Vehicle Apperance PDU Contents:

- Static information 20%
- Slowly changing information 20%
- Dynamic information 60%

The static and slowly changing information is included in the
PDU to make the protocol robust and fully distributed. The
SIMNET Application Gateway can use inter-gateway protocols
to update this information over the WAN so it doesn't have to be
sent with each packet.

The dynamic information can be compressed by a factor of 3
through floating-point intensive processing.

Remembering that VAP traffic is more than 80% of the vehicle
traffic:

=> The combination of these two techniques will result in a
reduction of vehicle traffic of more than 64%.

=> This drops the typical traffic of a 1000 vehicle exercise
to 800 kpbs, well below the T1 "knee".
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Other Means of Reducing Traffic

Outbound filtering
- Don't send what the rest of the world doesn't want

Inbound filtering
- Don't fill your tail with traffic you don't want

Better RVAs to reduce number of packets per vehicle

- Higher order RVAs using acceleration and rotation in
body coordinates

- Use terrain for ground vehicle RVAs

- Vehicle specific RVAs to account for turrets, etc

- All of these are too expensive to implement in simulators

Model static vehicles at remote sites

- As RVAs get better, support vehicles will comprise a larger
portion of vehicle traffic

E-54




Multicast And Real-Time Requirements

» Vehicle Appearance, Impact PDUs (90% of vehicle traffic)
- Need both multicast and real-time delivery
- End-to-end delay of 100ms acceptable for most vehicles
- Maximum acceptable not known at present
- Limited studies on tanks indicate 400ms acceptable
- Air combat has tight limits
- EW models may have lower acceptable delay

« Voice Traffic
- Multicast
- Almost as real-time as vehicle appearance

Inter-SIMNET Application Gateway traffic:

« Static information updates:
- Time Critical
- Reliable
- Multicast

* Information for filtering
- Reliable
- Time sensitive
- Multicast

» Advanced RVA Information
- Real Time
- Multicast
- Needs modified form of reliability
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Future WAN Requirements

1. Support Very Large Scale Exercises: Corps and
Echelon Above Corps (10,000 to 30,000
vehicles)

Need intelligent filtering/routing of multicast
traffic in WAN: only send packets to sites which
could be affected by them

2. Support Multimedia Conferencing for exercise
prebrief, conferencing over topo maps

Need shared workspace: sketch overlays on
stored maps, converse about sketches

3. Support video teleconferencing for after-action
review, informal exchange of ideas and plans
among participants

This has been found to be a major benefit to
participants at NATO wargames

4. Support interconnect with real command and
control consoles

Convert to Simnet protocols to permit real
equipment to be a full player in the Simnet
battlefield
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